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Abstract

Government transparency and openness are crucial elements in advancing the
modernization of the state. The combination of transparency and digital information has
given rise to the concept of Open Government, which increases citizen understanding
and monitoring of government actions, improving the quality of public services and
the government decision making process. To enhance legislative transparency and
comprehension of the Brazilian regulatory process and its characteristics, this study
introduces RegBR, the first national framework designed to centralize, classify, and
analyze regulations from the Brazilian government.

RegBR employs automated ETL routines, data mining and machine learning tech-
niques to construct a centralized database of Brazilian federal legislation. The framework
evaluates various natural language processing (NLP) models in a text classification task
on a novel Portuguese legal corpus and conducts regulatory analysis based on metrics
that pertain to linguistic complexity, restrictiveness, popularity, and industry-specific
citation relevance. This study proposes and presents metrics policymakers can use to
assess their own work, thereby increasing the openness and transparency of the public
process while also facilitating new research in the area of Brazilian regulatory impact.

According to Google Analytics data, the popularity metric and the regulatory flow
pages rank as the fourth and fifth most visited web pages in the Infogov website,
respectively, indicating significant interest in the information made available by RegBR.
Specifically, these two pages alone received over 800 unique views within the first two
months of 2023.

Keywords: Government Transparency, Natural Language Processing (NLP), Text Clas-
sification, Machine Learning, Regulation Metrics
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Resumo

A transparência e abertura do governo são elementos cruciais no avanço da mod-
ernização do estado. A combinação entre transparência e informação digital deu
origem ao conceito de Governo Aberto, que aumenta o entendimento do cidadão
sobre processos governamentais e como consequência o monitoramento das ações do
governo, o que, por sua vez, melhora a qualidade dos serviços públicos e do processo
decisório governamental. Com o objetivo de melhorar a transparência legislativa e a
compreensão do processo regulatório brasileiro e suas características, este estudo
apresenta o RegBR, a primeira estrutura nacional projetada para centralizar, classificar
e analisar as regulamentações do governo brasileiro.

O RegBR emprega rotinas de ETL automatizadas e técnicas de mineração de
dados e aprendizado de máquina para construir um banco de dados centralizado da
legislação federal brasileira. A estrutura avalia vários modelos de processamento de
linguagem natural (NLP) em uma tarefa de classificação de texto em um novo corpus
jurídico português e realiza análises regulatórias com base em métricas que dizem
respeito à complexidade linguística, restritividade, popularidade e relevância de citação
específica dos setores da economia. Este estudo propõe e apresenta métricas que
podem ser usadas pelos formuladores de políticas para avaliar seu próprio trabalho,
aumentando assim a abertura e a transparência do processo público, além de facilitar
novas pesquisas na área de impacto regulatório brasileiro.

De acordo com os dados do Google Analytics, as paginas contendo a métrica de
popularidade e o fluxo regulatório são a quarta e a quinta páginas mais visitadas no
site Infogov, respectivamente, indicando interesse significativo nas informações disponi-
bilizadas pela RegBR. Especificamente, essas duas páginas sozinhas receberam mais
de 800 visualizações únicas nos dois primeiros meses de 2023.

Keywords : Transparência Governamental, Processamento Natural de Linguagem
(PNL), Classificação de Texto, Aprendizado de Máquina, Métricas de Regulação
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1 Introduction

In recent years, information and communication technologies (ICTs) have played a

key role in promoting openness and transparency in government activities [1]. These

aspects are key elements to increase trust in government, informed decision-making,

and democratic participation [2, 3].

The ICT concept is actually an umbrella term that includes any sort of technological

tools and resources used to store, process, transmit, share or exchange information, e.g.

software applications and operational systems, web based information and applications

such as websites and blogs, broadcast technologies including radio, television or

podcasts and others infrastructure and components that enable modern computing [4].

Besides being essential in modern daily-basis life, these tools are a cost-effective and

convenient way to promote openness and transparency by allowing the citizen to track

activities of common interest and by allowing monitoring, controlling and discussing

behaviors and tendencies [5]. In fact, in the last decades, the scope of e-government

studies is expanding to consider not only government basic operations and service

delivery but also to enable citizen participation and engagement using technology tools

[6].

In the context of government regulations, ICTs provide new tools for governments to

manage regulatory information, to advance public access to regulations, and to improve

the transparency of the regulatory process. This is particularly important as the impacts

and consequences of government regulations have been studied for decades, and

they are considered a crucial policy tool for tackling market inefficiencies [7], to foster
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economic growth and develop a more prosperous society. However, the complexity of

the market and political processes are some of the challenges that are encountered in

discussing and evaluating regulations [8]. For instance, regulations can increase the

barrier to entry a specific market and, therefore, make it less efficient [9].

With the general goal of creating a public tool that helps to improve the transparency

of Brazilian regulatory data, this thesis research presents the RegBr framework, a tool

that enables citizens to track regulations of common interest and the policy maker to

measure the quantity and quality of the regulation that he/she produces and that serve

as a database for future studies on Brazilian regulation.

Within this context, RegBR also leverages the BOLD concept, or Big and Open

Linked Data, when creating a network of linked regulatory data that can be easily

queried and visualized by citizens, policymakers, and researchers.

BOLD is a new paradigm in data management that emphasizes the interoperability

and integration of data from diverse sources, based on the concepts of Open Data,

Linked Data and Big Data and having the potential to transform government and its

interactions with the public [10]. In the context of regulatory data, BOLD can be

particularly useful in promoting transparency and accountability by enabling citizens

and policymakers to access and analyze regulatory data from diverse sources. By

adopting the BOLD concept, RegBR can provide citizens with a powerful tool to monitor

and access centralized Brazilian regulation, being able to interact with the tool via the

government website Infogov, https://infogov.enap.gov.br/, a federal government data

portal, or even download the database in order to create research using the RegBR’s

metadata.

The work presented in this thesis aims to provide a comprehensive overview of the

RegBR tool and demonstrate its potential to improve the transparency and accountability

of the regulatory process in Brazil, as well as to serve as a database for future studies

on Brazilian regulation.

2
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1.1 Research subject

The main purpose of this study is the creation of a new machine learning based

framework to classify and analyze industry-specific regulations. In addition to the general

concern related to increasing Brazilian legislative transparency, this study also aims to

make contributions in machine learning, especially in the legal domain. Despite recent

advancements in Natural Language Processing (NLP) applications, their usage in the

legal domain is still relatively under-explored [11]. Some of the challenges in this area

include the scarcity of relevant labeled documents, the financial and time related cost

of classifying these documents (often depending on a domain-expert such as a lawyer

or law student) and the documents’ length, typically longer than the standard length

used for training NLP models, such as tweets, customer reviews, and other smaller

documents. Despite these constraints, the application of machine learning techniques

in the law domain is recently gaining ground.

For instance, [12] conducted a comparative study on the performance of various

machine learning algorithms in classifying judgments of the Singapore Supreme Court

written in English. Similarly, [13] presented results of machine learning algorithms in the

task of predicting the field of law to which a case belongs.

Another common NLP application in the law domain is the prediction of court ruling

decisions. For example, [14] used extremely randomized trees to predict the US

Supreme Court’s rulings and, more recently, [15] tackled the task of predicting patent

litigation and time to litigation. Finally, [16] proposed a model to predict the verdicts of

the European Court of Human Rights (ECRH).

Regarding the application on the regulatory field, an integrated approach that covers

the management of regulations, efficient access, and retrieval of regulatory information

is often lacking [17]. The creation of an information infrastructure that allows government

agents and the general public to compare and contrast different regulatory documents

will improve the understanding of regulations and increase government transparency.

3



Some recent studies and projects are advancing this area of governance. One

example of such work is the American initiative RegData [18], created by Mercatus

Center at George Mason University, with the goal of quantifying federal regulations by

industry and by the regulatory agency for all federal regulations of the United States.

The metrics expanded in RegData include a measurement of the applicability of each

regulation to each one of the industries that comprise the US economy using information

from the regulatory text. Their work acts as both a framework and a database to analyze

regulations in the US. This methodology was also expanded to other countries, such

as Australia [19] and Canada [20]. This genre of work is especially interesting as once

researchers achieve to objectively measure regulations, policymakers can use this

information to gather insights about their impacts and even to evaluate their own work, in

terms of whether the legislative characteristics are in accordance with what was initially

planned by the government.

Some other organizations are also developing frameworks to help countries evaluate

the design and implementation of their regulatory policy. One of the best examples is

the Regulatory Policy Committee from the Organization for Economic Cooperation and

Development (OECD). Its objective is to assist countries in building and strengthening

capacity for regulatory quality and regulatory reform [21].

Among several indicators compiled by OECD that capture the level of anti- com-

petitive regulation in the economy, the most relevant is the Product Market Regulation

(PMR). The economy wide PMR indicator covers state control, barriers to entrepreneur-

ship, and barriers to trade and investment [22]. However, in the context of developing

economies, the regulation impacts are not as well-known and studied as in developed

countries. Specifically, there is no framework to study and analyze regulations tenden-

cies in Brazil in the relevant literature. The country figured on the bottom three countries

in the economy wide PMR indicator for 2018 [23].
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1.2 Motivation

In the past decade, governments around the world have been focusing efforts on

trying to predict the impacts of a new regulation before it is actually published, but they

have been paying remarkably little attention to analyzing regulations after adoption or

to evaluating the impacts of the procedures and practices that govern the regulatory

process itself [21].

As Brazil ranks at the 46th place out of 48 countries evaluated by OECD in terms of

regulatory performance, the country urgently needs scientific contributions that study

regulatory policies and help to metrify the legislative process, to allow policymakers

to better understand whether regulations efficiently achieve their intended goals or to

prioritize regulations that may need reforms.

In addition to promoting studies that support improvements in the regulatory per-

formance, the government should use ICTs to promote openness and transparency

about their legislative operations and decisions. As stated before, despite recent ad-

vances in information technology, an integrated approach that covers the management

of regulations, efficient access, and retrieval of regulatory information is often lacking.

As previously mentioned, some recent studies and projects are advancing this

area of governance and that is particularly important as several relationships between

industry regulation and economic interests can be drawn from analyzing data. This

thesis proposes a framework applicable to Brazil called RegBR, produced in partnership

with the National School of Public Administration (Escola Nacional de Administração

Pública, ENAP), which aims to produce relevant information on the national regulatory

situation. Instead of responding to a citizen’s demand to access some information,

RegBR already deliver information to the citizens in a simple and visually friendly way,

centralizing information of different sourcers, compiling results and reducing access

costs.

In addition to the direct use by the population, RegBR can have several applications

5



to the federal government. First, the framework and its data can subsidize new regulatory

studies. For instance, the Brazilian Public Service Journal (Revista do Serviço Público)

opened a call for papers using RegBR as its data source.

Second, RegBR can assist regulatory agencies decision makers in measuring their

own work, i.e., the tool allows the heads of regulatory agencies to measure what their

organization produces in terms of volume and characteristics of regulations. It allows

managers to have concrete parameters to quantify and monitor regulations, such as:

restrictiveness, measure of interest, influence of the regulated sector in the economy,

and linguistic complexity of the regulations. In this context, the decision maker who

wants, for example, to make some specific sector of the economy less regulated, can

use RegBR to evaluate how the regulations produced by his organization behave over

time.

Third, RegBR can also be used as a monitoring tool. The framework allows the

Brazilian Federal Government to monitor its regulatory production, measuring lengthwise

the number of acts that have been produced. A salient consideration pertains to the use

of RegBR in measuring the quantity of normative instruments and their legal status. This

instrument holds the potential for employment by the Federal Government analyzing

the impact of the Decree 10.139 and other analogous endeavors with comparable

objectives.

Also, RegBR can be used as a comparative apparatus allowing the Brazilian Federal

Government to compare its normative production by industry, by regulator and by metrics

with distinct countries that already have similar metrics, like United States, Canada and

Australia through RegData initiative for example.

Then, this study presented in this thesis can be used as a predictor of regulatory

governance design in Brazil by facilitating analysis of regulatory trends and practices, as

well as identifying areas and economic sectors where regulation improvements may be

needed. Lastly, the proposed framework can facilitate the achievement of the proposal

of the Brazilian Law 12.527 from 2011, the Access to information law, by ensuring

6
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access to data and fomenting active transparency to public information.

1.3 Research objectives

Following the elucidation of this study research subjects and motivations, the broad

aim of this investigation is to develop the first national framework to centralize, classify

and analyze regulations from the Brazilian government. This goal is further supported

by the following specific objectives.

• Improve the understanding of regulatory trends and helps policymakers to better

identify and prioritize regulations that may need reforms.

• Be a a public data tool that aims to increase government transparency and facilitate

the access to public information since federal regulations used in this work were

gathered and centralized in a public database for ease of access. Therefore,

legislative transparency increases together with the popular awareness about the

legislation.

• Contribute to the literature of Portuguese text classification field at large by bench-

marking the different text classification techniques employed, such as Bag-of-

Words (BoW), Word Embedding and Transfer Learning against a test subset of

the federal normative legislation corpus acquired, therefore providing a blueprint

to future developments in the field.

• Create a framework that presents a clearer picture of the Brazilian regulatory

scenario from the methods and metrics proposed by this work. Propose a work

process that adequately integrates said framework with the processes of extracting,

transforming, analyzing and making the information available for download and

consultation in a public government site (https://infogov.enap.gov.br/regbr)

7



1.4 Methodology

For the purposes outlined above, this work aggregates and processes data from

many different decentralized sources and applies many different ETL (Extract, Transform,

and Load) techniques. It builds bots and data pipelines responsible for scrapping and

cleaning data from the official government websites of the leading regulatory agencies

in Brazil to consolidate a novel database of federal legislation that could be used in the

regulatory metrics analysis.

After the data extracting and cleaning process, the proposed framework applies NLP

techniques to classify federal legislation regarding their CNAE’s areas1. In that context,

this work contributes to the literature of Portuguese NLP at large by benchmark the

main different text classification techniques employed, such as Bag-of-Words (BoW)

[24], Word Embedding [25], and Transfer Learning [26] against a test subset of the

federal normative legislation corpus acquired, therefore providing a blueprint to future

developments in the field. We consider this an essential contribution to the NLP field in

Portuguese, which, unlike its English counterpart, does not have many contributions in

the area.

In the context of normative acts text classification, we can formally define di ∈ D

as a document from a set of normative act texts D = {d0, d1, d2, ..., dn} and ci ∈ C as a

label from a set of labels C = {c0, c1, c2, ..., c18}, which represents the eighteen different

classes based on the Brazilian Institute for Geography and Statistics (Instituto Brasileiro

de Geografia e Estatística, IBGE) economic sector classification. Hence, we define Text

Document Classification (TDC) as the task of assigning di to ci in order to structure

dataset efficiently and accurately [27].

After classifying the federal legislation into the affected economic sectors, this

work applies different proposed metrics that measure different aspects of regulation,

which can be monitored by different economic sectors, such as linguistic complexity,
1The CNAE (in portuguese Classificação Nacional de Atividades Econômicas) is used to divide

economic activities into different sectors.
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restrictiveness, citation influence and measure of interest over time. For the creation

of metrics that allows regulators and policymakers to better identify and prioritize

regulations that may need reform, we propose a set of metrics M = {m0, m1, m2, m3},

described as:

• Restrictiveness (m0): indicates the regulatory restriction counts and how the

sectors of the economy have become regulated by more or less restrictive laws

over the years. This metric is adapted from [18].

• Industry citation relevance (m1): Calculates the relevance of regulations to eco-

nomic sectors and industries, based on the frequency of citations of these sectors’

keywords in the general context of normative acts. This metric is also adapted

from [18], including modifications presented in Section 6.3 of this work.

• Measure of interest (m2): Indicates how popular a law is for the population, based

on the active search for that law on Google, and the frequency of citations of

the law in the Official Gazette of the Federal Government. This metric is a novel

contribution from RegBR.

• Linguistic complexity (m3): Uses the median sentence length, the frequency of

conditional terms, and Shannon’s entropy to measure the linguistic complexity of

a document. These metrics are adapted from [20].

Next sections present in more detail the research design and the data modeling

techniques used in this work.

1.5 Presentations and Publications

The RegBr framework was conceptualized and developed as the main output of this

doctoral research project in a partnership between the University of Brasilia (UnB) and

the National School of Public Administration (ENAP). After its first version release, in July

9



2021, some lectures and presentations were held by me at forums focused on Machine

Learning and Government innovation. Among them, the following are highlighted:

• RegBR: Mais de Cinco Décadas de Atos Normativos Federais presented as a

webinar for the Institute of Applied Economic Research (IPEA) on 9th september

2021.

• RegBr: Mais de Cinco Décadas de Normativos Federais presented at the 7th

International Seminar on Data Analysis event organized by the Union Court of

Auditors (TCU) on 22nd October 2021.

Its second version was released in May 2022 after a few rounds of conversations

with Regulatory Agencies to understand which improvements would bring more value

to the framework. At that time, two articles were under review and were eventually

accepted for publication.

• RegBR: A novel Brazilian government framework to classify and analyze industry-

specific regulations - The main article of this research, containing the groundwork

of the study, the technical presentation of text classification and metrics creation

and its first results. The article was accepted for publication at PLOS ONE

(A1) on September 19th 2022 and published on September 28th 2022 at https:

//doi.org/10.1371/journal.pone.0275282.

• RegBR: An Application Overview - A paper focused on RegBR applications for

the Brazilian Federal Government. The article was accepted for publication at

the Public Service Magazine (RSP) (A4) on July 7th 2022 and does not have a

definite date for publication, what should happen by the first semester of 2023.

Soon, we expect that new updates on the framework will include new features that

could feed more discussions and publications about RegBr.

10
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1.6 Organization

Next Chapter brings a more detailed exposition of the national and international

literature about transparency and regulatory impact studies, as well as an literature

review on Natural Language Processing, from the classic preprocessing techniques

developed throughout the last 3 or 4 decades, to the present state-of-the art with

transformers and other complex Natural Language Understanding models. The third

Chapter will discuss the concept of text classification and the results and discussion

of the normative text classification applied in the normative acts and Chapter 4 will

introduce the regulatory metrics conception, results, and discussion. Chapter 5 discuss

six of many applications of the RegBr on the federal government. Finally, Chapter 6

concludes this work with the major conclusions remarks and next steps.
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2 Background and Related Work

This section presents a brief review of related literature on the use of information and

communication technologies to promote openness and transparency tools for society

and of the impact of regulations as policy tools. Also, this section also presents a

summary of NLP, a subfield of linguistics, computer science, and artificial intelligence

areas, and of Text classification techniques, widely used in this doctoral research.

2.1 Transparency, Openness and Open Government

2.1.1 ICTs as transparency tools

The usage of ICTs to promote openness and transparency has been increasing in

recent years, as it is often considered cost-effective and convenient [1]. E-government

initiatives aim to improve the efficiency, effectiveness, and quality of government ser-

vices and activities by employing ICTs. They have modified not only the organization

of activities and processes within organizations but also the public perception on gov-

ernmental institutions and policy-making decisions [28, 29]. Some benefits of ICTs

adoption include promoting good governance, strengthening reform-oriented initiatives

and enhancing relationships between government and citizens, with successful cases

from governments across the Americas, Asia, and Europe [30].

The scope of e-government studies is expanding to consider not only government

basic operations and service delivery, but also to enable citizen participation and

engagement using technology tools [6]. In other words, the interactions between
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governments and non-state stakeholders is gaining more importance recently. For

example, some governments are adopting social media to disseminate complementary

information and provide participation channels to citizens, with the goal to increase

perceptions of government transparency [31]. This is a consequence of making up-to-

date government information easily accessible and providing more interactions of the

government agencies with the public. These are some efforts that are part of the open

government concept, which is based on making public information access freely and

more efficient.

Open Government can also be defined as using compatible standards and archi-

tectures to improve people’s access to data [32]. Finally, being an open government

is not only related to making information available but also opening a communication

channel with the citizens, informing and receiving feedback, and, more importantly,

acting based on feedback. This process puts governments into a more active and

collaborative role and such process is critical to reach the full open government state

[6]. For instance, designing more intuitive websites with a focus on creating reliable and

publicly accessible infrastructure that “exposes” the underlying data is essential for the

success of open government initiative [33].

Indeed, intuitive web applications are essential in bridging the gap between the

government and the public [34, 35]. The use of these data instruments can influence

government policy-making and provide more interaction with the public, as they can be

interactive and used to release information for both governmental decision-makers and

the public [36, 37]. Additionally, dashboards can also be used to verify data integrity

and quality, an essential aspect in decision-making contexts [38]. These tools help to

increase transparency, governance and trust in the government [39]. Moreover, they

allow citizens to participate in the decision-making process for new public policies.
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2.1.2 Big and Open Linked Data for transparency and informed

decision

Big and Open Linked Data (BOLD) refers to the massive amounts of data that are

being generated by various sources and made available for public use. The term linked

refers to the fact that the data is interconnected, with each piece of information being

linked to other pieces of data, creating a vast network of information [40] .

BOLD operates on the principle of transparency, which means that the data is made

available to the public in a way that is accessible, understandable, and usable [10].

Providing information alone is not sufficient and mechanisms are necessary for ensuring

that the information can be easily accessible, processed and interpreted [41]. The

accessibility can be achieved using standardized formats, such as RDF and JSON,

which allow the data to be easily exchanged and processed by different systems.

The goal of BOLD is to provide a wealth of information that can be used by individuals,

organizations, and governments to make informed decisions. This data can be used to

track trends, monitor progress, and identify areas where improvements are needed.

In the context of transparency, BOLD plays an important role in ensuring that the

public has access to information that is relevant to their lives. For example, government

agencies may use BOLD to publish information about their activities, such as budgets,

expenditures, and contracts. This allows citizens to see how their tax dollars are being

spent and to hold their government accountable for its actions.

Similarly, businesses may use BOLD to share information about their products,

services, and operations. This can help consumers make more informed purchasing

decisions and hold companies accountable for their actions.

Overall, BOLD is a powerful tool for promoting transparency and empowering indi-

viduals and organizations to make informed decisions. As more and more data become

available, it is essential that we continue to develop new ways to analyze and interpret

this information, so that we can unlock its full potential for the benefit of society.
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2.1.3 Review of regulatory impact studies

Government regulations are considered a crucial policy tool for addressing market

inefficiencies [7], as they can affect economic agents in different ways. They are

intended to correct market failures and, therefore, to increase economic efficiency and

growth. In practical terms, the government can also intervene and regulate cases where

people should have access to certain services and goods regardless of the ability to

pay, such as health care and education services.

Most of the impacts are the consequence of constraints or expansions of their legal

rules, and this intervention can play a critical role in successful development efforts

on the economy [42, 43]. However, the complexity of the market and other political

processes often result in regulations that are not honorably created [44, 45]. In other

words, regulations driven by particular interest of specific groups lobbying for legislative

changes that result in personal gain, e.g., rent-seeking behavior [46]. Even when this is

not the case, regulations may result in unintentional consequences [8] or may do so at

an unsatisfactory cost in terms of economic distortion.

Regulations can act as a potential aid or risk to every industry in the economy. By

acting as force that has power to stimulate or restrain, to take or give resources, the

government can help or hurt a vast number of industries at its discretion. Thus, it is

crucial to evaluate the causal effect of regulations on the economy sectors. However,

the studies that examine these impacts are often focused on one specific regulation

or sector. Some examples include examining the impact of liquidity regulation on the

banking sector [47], the differences in regulation for collaborative economy peer-to-peer

accommodation in different European cities [48], and regulatory risk and the resilience

of new sustainable business models in the energy sector [49] in Germany. Compared to

thousands of existing regulations that govern a country’s economy, these studies are

comparatively limited in scope.

One alternative to study and analyze the impact of regulations is to create indicators

based on the time evolution of the number of legal documents that specify regulations.
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Some works such as [50, 51] use data from the Code of Federal Regulations (CFR),

an annual publication that contains all regulations issued at the federal level, to create

quantitative measurements of federal or state regulations created or in effect in the

United States, each year.

These metrics are expanded in RegData [18] and include a measurement of the

applicability of each regulation to each one of the industries that comprise the US

economy using information from the regulatory text. As stated before, their work acts as

both a framework and a database to analyze regulations in the US and this methodology

was also expanded to other countries, such as Australia [19] and Canada [20].

As stated in Research subject session, some organizations, like OECD, are devel-

oping frameworks to help countries evaluate the design and implementation of their

regulatory policy. Also, there have been noteworthy developments to address regulatory

issues in some economy sectors.

One example is the logistic infrastructure sector [52]. Despite these developments,

it is still imperative to adopt a more strategic perspective on logistics infrastructures.

The authors provide several recommendations for enhancing regulation in logistics

infrastructure in Brazil.

Another sector in which regulations are constantly being debated in Brazil is the

sanitation sector [53]. The main challenge is regarding the government level at which

conceding authority should reside and how private operators can fulfill social objec-

tives [54]. Some argue that these issues are not the crucial barriers to the sector’s

development when one looks at the operators’ productivity performance. Instead, they

suggest that operators dissipate their productivity potential and apply higher tariffs in

the absence of efficiency incentives. That is to say that the debate over the regulatory

framework should be redirected to focus on what instruments should be put in place to

create incentives to efficiency and increase sharing of the resulting gains with users.

On a different note, the role of government regulation in ecological restoration is

discussed in [55]. More specifically, the work focus on the state of São Paulo’s goal

16



to increase the effectiveness of tropical forest restoration projects. The authors argue

that some points about ecological restoration are still unclear. In other words, there

is not a firm consensus yet. Some of these points include whether to set goals for

preservation in legal instruments or if legislation on this topic should be delayed until

adequate scientific knowledge is available.

It is important to note that although Brazil has regulatory impact studies for specific

sectors of the economy, in context of developing economies, including Brazil, the regula-

tion impacts are not as well-known and studied as in developed countries. Specifically,

there is not yet a general framework to study and analyze regulations in Brazil.

2.2 Natural Language Processing

Natural language processing is a subarea of Artificial Intelligence (AI) that exists for

more than 50 years, having roots in the linguistics field [56]. NLP techniques aim to

understand and respond to text or voice data and in the same way humans’ beings do.

With the accelerated growth in the use of this area of knowledge in the last decade,

many different applications have emerged. Here are a few prominent examples:

• Smart assistants: Amazon’s Alexa or Apple’s Siri are great examples of smart

assistants that recognizes speech patterns thanks to voice recognition, inferring

meaning and providing a useful response to that interpretation. Modern speech

recognition techniques also use context information [57] to make advanced con-

versations, often applying humor and sarcasms to answer questions. In this way,

interactions are expected to grow more and more with the advancement of NPL

and speech recognition techniques [57].

• Search results: Google’s and Bing’s search engine are a classic example of search

engines applications, they try to understand text inputs and make search more

natural and relevant. NPL can interpret search queries written by costumers and
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display relevant results based on similar search behaviors or user intent. With the

technology advance, it is also expected to have more entity-based search results

models replacing classical phrase-based indexing and ranking.

• Language translation: Trying to translate a text into another language using only a

dictionary without an online language translation can be a real challenge. Different

languages frequently don’t allow for straight translation and have different orders

for sentence structure. In this way, different methods are being created, like

rule-based, statistical and example-based machine translation [58] to make text

translation more convenient and grammatically correct.

• Sentiment Analysis: To analyze costumers social media interactions, such as com-

ments and reviews, brand name mentions and products ranking can help brands

to understand how a marketing campaign is doing or even monitor costumers’

issues before they became public in order provide a better costumer experience.

Also, sentiment analyses can help brands to understand what their pros and cons

in costumer view are, helping the brand to improve its product quality.

• Predictive text: Some features like autocorrect, autocomplete and predictive texts

are super popular and present in today’s smartphones, being a huge helper in

finishing words and suggesting new ones to make users gain time in texting mes-

sages or even write a more understandable one. Like in others NPL applications,

predictive texts will learn from the user behavior and customize the suggestions to

user’s personal language, being very personal to each user experience.

• Text Classification: One of the significant tasks in natural language processing

with extensive applications [59]. Generally, they classify text inputs into prede-

termined categories using several different possible approaches like rule based,

machine learning or both. Spam detection and movies categorization are common

examples of such applications. Next session will delve deeper into this type of

application.
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2.2.1 The text classification problem

Automatically categorize a text into predetermined categories is a challenge that has

gained more and more applications in industry and academia [60]. The text classification

techniques typically apply machine learning algorithms to classify documents into the

predetermined categories. In fact, Machine Learning and NLP techniques work together

to detect and automatically classify patterns from different types of documents, but

before applying these advanced techniques in the input text, several preprocessing

steps must be performed to improve the text quality.

Text preprocessing techniques

As stated, before applying sophisticate techniques to extract value from texts, it is

necessary to pre-process them and clean useless information like characters, numbers

and format symbols. Some of the most common preprocessing techniques are described

as follow.

• Tokenization: Is a fundamental task in any NPL pipeline that consists of separating

a piece of text into smaller units called tokens, that can be words, characters

or subwords. In general, the tokenizer breaks unstructured data into chunks of

information that can be considered discrete elements. The occurrences of these

elements can be used as a vector that represents the document.

• Stopword removal: Stop words removal is a very important preprocessing step,

consisting in removing the words that don’t add to the overall meaning of the text.

In fact, stop words are available in abundance in any language and by removing

these words, typically articles and pronouns, we remove the low-level information

in the text to give more focus to the important information.

• Stemming: It is common in a text to have different forms of a word, such organize,

organizes, and organizing or derivationally related words with similar meanings,

such as democracy, democratic, and democratization. In many cases, it is useful
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to reduce inflectional forms and derivationally related forms of a word to a common

base form [61]. With this preprocessing technique, a model can learn that these

words are somehow similar and are used in a similar context. Stemming then

chops off the ends of the words in the hope of achieving this goal correctly most of

the time, and often includes the removal of derivational affixes, not always coming

up with a stem (word root) that exists grammatically.

• Lemmatization: Similar in goal to the stemming preprocessing technique, Lemati-

zation uses vocabulary and morphological analysis of words to remove inflectional

endings only and to return the base or dictionary form of a word, which is known

as the lemma [61]. In this case, the lemma is a grammatically correct word.

2.2.2 Text classification main approaches

The problem design choices have a strong influence on the performance of the

learning system trying to solve it [62]. For text classifications problems, the method used

to transform words into a numeric representation suitable for the classifier is crucial

to determine its efficiency. This article presents three main approaches to represent

text data: BoW, Word embedding, and Transfer Learning, each presenting different

characteristics. We evaluated these three approaches by increasing complexity and

recentness.

Historically, one of the first methodologies used to deal with text data was the BoW

approach [24], which consists in transforming each word in a feature and its value

is based on the number of times it occurs. The term frequency–inverse document

frequency (TF-IDF) [63] is one of the most used BoW method. The main idea of TF-IDF

is to increase the value of a feature based on the frequency it appears in a document and

based on the inverse document frequency of the same word across all documents. This

approach achieved fairly robust results in several tasks and there is a good theoretical

basis for its effectiveness [64].

20



Despite its efficacy, TF-IDF has a serious drawback: it does not capture semantic

or syntactic information of words, i.e., there is no relation between the meaning of

a specific word and the value it assumes. To deal with this limitation, several word

embeddings methods were proposed. Word embeddings capture both semantic and

syntactic information of words. In this approach, each word is represented by a multi-

dimensional vector, where each entry represents information about that word meaning

and context. Some of the most used word embeddings methods are word2vec [25],

GloVe [65] and fastText [66].

These word representations are interesting because they explicitly encode many

linguistic regularities and patterns, some of them can be represented as linear transla-

tions. For instance, the result of a vector calculation such as vec(“King”) - vec(“Man”) +

vec(“Woman”) will result in a vector close to vec(“Queen”). These approaches achieved

impressive results, surpassing BoW in several tasks.

However, one of the limitations of conventional word embeddings is that they are

often pre-trained on text corpus from co-occurrence statistics. In other words, they are

applied in a context free manner. The word “bank” in “new bank account” and “power

bank” would be represented by the same vector encoding. The solution to this problem

is based on training contextual representations on text corpus. This was first achieved

by training a deep bidirectional language model [67] on a large text corpus. In this case,

each word is assigned to an embedding that is a function of the entire input sentence

and not only on the specific word.

This approach is expanded by the Bidirectional Encoder Representations from Trans-

formers (BERT)[26], where the authors designed BERT to pre-train deep bidirectional

representations from unlabeled text by jointly conditioning on both left and right context

in all layers. Therefore, this pre-trained model can be easily fine-tuned for a wide range

of tasks. The obtained results outperformed previous state-of-the-art models in several

tasks and this approach was used in multiple subsequent works [68, 69, 70].

In this study, these three approaches of increasing complexity and recentness were
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evaluated. The classifiers used for each approach are briefly explained below and more

details about the implementation and parameters can be found in Session 3.
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3 Normative acts text classification

This session focuses on exploring the theoretical framework used for text classi-

fication utilizing machine learning algorithms to categorize text data into pre-defined

classes. Specifically, this framework is applied to the analysis of normative acts to

identify the sector of the economy that would be impacted by such regulations. The

use of various classifiers such as Support Vector Machines (SVMs), word embedding

based techniques with deep learning models such as Convolutional Neural Networks

(CNNs) and Recurrent Neural Networks (RNNs) and even transformers-based models

is explored, and the performance of each algorithms is benchmarked using standard

evaluation metrics such as accuracy and F1-score.

In the next chapter, after the identification of the best performing model, a set

of regulation metrics is constructed by analyzing the normative acts that have been

classified into each sector.

3.1 Machine learning techniques in legal text classifica-

tion context

As stated earlier in the text, most of the work done in regulatory impact is concerned

with one specific sector. A broader analysis depends on having information about which

sector a given regulation affects. If this information is not available, one can use text

classification to divide regulations into different sectors.
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Text classification methods have been successfully applied to several NLP tasks and

applications ranging from prediction of academic performance [71], software design

pattern selection [72], to learning the taxonomy from a set of text documents [73].

Despite several critical applications of NLP, the classification methods in the legal

domain are still relatively under-explored.

One of the reasons this area remains relatively unexplored is the scarcity of labeled

documents in the law domain if we use as a comparison the amount of data necessary

to train deep learning models. This limitation can be even more aggravated in smaller

jurisdictions like Singapore [12], where the number of cases is quite limited.

Another restriction is a consequence of the application in the legal domain. As

opposed to labeling images, legal documents are harder to classify and, most of the

time, the classification will depend on domain-expert (such as a lawyer or a legal

professional) to classify them. That results in a labeling process that may become very

expensive in terms of time and financial resources.

The final aspect pertains to the typically extended length of legal texts, which sur-

passes the standard size employed in common NLP tasks, such as tweets, customer

reviews, and other comparatively concise documents. Nevertheless, despite this chal-

lenge, the utilization of machine learning techniques within the legal domain has recently

experienced an increase in popularity.

As an illustration, a comparative analysis was carried out by [12] to evaluate the

efficacy of different machine learning algorithms in categorizing verdicts rendered by the

Singapore Supreme Court in the English language. They employed linear models based

on BoW, models based on word embedding, and more complex language models such

as BERT [26] to classify the data into 31 different legal areas relevant to Singapore’s

standard law system. They found that classical machine learning models outperform

the more recent deep learning-based classifiers on specific metrics, suggesting that the

impressive emerging results from these models in several NLP tasks may not carry well

into the legal domain without any additional research work.
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Argumentation can significantly impact law practices [74] to investigate to which

extent an algorithm can identify argumentative propositions in legal text, their argumen-

tative function, and structure. The data used was composed of legal texts extracted

from the European Court of Human Rights (ECHR), and their goal was to classify

argumentative vs. non-argumentative sentences.

Based on the association between a legal text and its domain label in a database

of legal texts, [75] presents a classification approach to identify the relevant domain to

which a specific legal text belongs. The features were created by first using TF-IDF to

transform the text into numeric features, and the number of features was then reduced

by using the information gain as a pruning threshold. A SVM classified the data with a

polynomial kernel, and the authors evaluated the results for identifying topics covered

by a piece of legislation and for the classification of individual articles.

Some of the works presented in the literature aim to predict court ruling decisions.

For instance, [14] employed extremely randomized trees to anticipate the rulings of

the US Supreme Court, while [15] recently addressed the task of forecasting patent

litigation and the time to litigation. Lastly, [16] proposed a model to forecast the verdicts

of the European Court of Human Rights (ECRH).

Another example includes [13], where the authors present results of machine learning

algorithms in the task of predicting the decisions of the French Supreme Court and the

law area to which a case belongs.

In [76], the authors use three different approaches for judgment prediction. The first

classifiers used TF-IDF to extract word features and a SVM [77] as the classification

model. They also use FastText [78], a simple and efficient approach for text classification

based on Ngrams. The models achieved many results on the accuracy of charges

prediction and relevant law articles prediction, but poor results in recall and precision

scores.

More similarly to this thesis study, [79] creates a multilabel corpus of legal provisions

in contracts. That is achieved by first crawling and scraping Security and Exchange
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Commission (SEC) filings and later using machine learning to classify the extracted

corpus.

3.2 Research design & data modeling

The RegBr database was designed to store all the necessary information about

the economy sectors classification and the creation of general metrics. The use of

non-relational databases, such as MongoDB or ElasticSearch, was considered, but for

reasons of tool familiarity and systems standardization, PostgreSQL [80] was chosen

as the database management system, without prejudice. To construct a more mature

data environment, the database has two levels, one intermediate data layer containing

the raw data and a second layer containing the transformed data after aggregation

and transformation routines. The collection of all federal regulatory acts in a single,

centralized, and automated database is one of the main RegBR contributions as it

reduces the barrier to data release [81] and increase government transparency, based

on BOLD concepts. The compiled database will be available for other researchers who

want to use the Federal Regulation data compiled to develop research or other related

activities.

3.2.1 Implementation of ETL routines

An essential phase of this research consists of creating ETL routines for extracting,

transforming, and loading Brazilian federal normative acts into a database. One of the

main difficulties in implementing this activity is that Brazilian regulatory norms are not

centralized in a single source. Before starting to collect and extracting federal laws in a

decentralized manner, a study was carried out to verify the existence of a centralized

database that could already exist in this context. A project called LEXML [82], from

the Brazilian Federal Senate, was considered, but because it only provides metadata

information, it could not be incorporated on RegBR, once it needs the full text information
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of the normative acts. In addition, the output results do not help in the development of

this work, since LEXML does not structure the results by types of normative acts.

By the time of the thesis release, the returned results using LEXML present all the

legislation related to the searched term. Some metadata information can be used in the

project, such as the publication date, when the law starts to take effect and where the

law came from, but this information is not a priority. In that way, although the LEXML

tool does not help with obtaining the text of the law itself, it may be a future possibility to

obtain specific metadata information.

In this context, the presented study has implemented an ETL (extract, transform,

load) pipeline to handle different data sources with the aid of scraping robots and

Apache Airflow [83], which manages the data collection routines. The pipeline utilizes

various tools, including Python programming language [84], the Beautiful Soup [85] and

Selenium [86] libraries, and Apache Airflow, an open-source workflow management

platform that schedules and executes tasks based on predefined dependencies and

triggers. Figure 3.1 illustrates the high level abstraction structure developed to carry out

the ETL process.

Figure 3.1: RegBR ETL organization.

Apache Airflow utilizes directed acyclic graphs (DAGs) to orchestrate workflow
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management. Tasks and dependencies are defined in Python, and Airflow automates

the scheduling and execution process. DAGs can be triggered on a defined schedule,

such as hourly or daily, or based on external events. In this study, Airflow managed the

data extraction of 12 different sources, writing the extracted material into an intermediate

raw data schema. Following the centralization of normative acts into a raw data schema,

data cleaning and organization is performed through a series of data transformations.

All the text preprocessing is done using the python package nltk. This process involves

removing the stop-words, transforming each word in tokens, and stemming the text.

The transformed data is then stored in a distinct PostgreSQL database schema that is

specifically designed for readily usable data. This schema contains data that can be

shared with other researchers and serves as the primary data source for subsequent

analyses. Figure 3.2 illustrates the different Airflow DAGs created in this study.

Figure 3.2: Airflow DAGs

As stated, the normative acts data used in this study was collected through web
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scraping techniques utilizing robots created with tools such as Selenium and Beautiful

Soup, which were orchestrated by Apache Airflow. The data consisted of both text

and metadata from normative acts, which were extracted from the websites of regula-

tory agencies and from the legislation portal. However, a significant challenge faced

during the data collection phase was the necessity of developing 12 different robots,

one for each regulatory agency and the legislation portal, due to the distinct website

architectures of each site. The research team had to contact the regulatory agencies

responsible for the websites to determine the relevant normative acts and available

information. Furthermore, each agency provided varying levels of information, making it

challenging to centralize the data into a unified database.

Another obstacle encountered during data collection was the existence of certain

normative acts in image format, necessitating the use of OCR technologies to extract

text from the images, increasing the complexity of the code.

Due to the amount of regulations that were being extracted from the websites of

regulatory agencies and the legislation portal, some of these sources required the

resolution of a captcha after certain interactions. This posed a significant challenge in

the extraction of data. As a workaround, time sleep functions with varying intervals were

implemented at different stages of the extraction process to mimic human interaction

and thereby facilitate the successful extraction of data.

It is important to note that the utilization of web scraping techniques in the ETL

routines carries a risk of code failure in the event of future modifications in the HTML of

the web pages. Nonetheless, it was the sole feasible method for data extraction given

the absence of an API or data centralization.

To enhance the ETL routines, an infrastructure architecture was established to

ensure greater reliability and consistency. This architecture was implemented on the

Amazon Web Services (AWS) platform. Two servers compose the main infrastructure:

a server responsible for the application and scheduling of scripts (ETL) and a server

storing database information. Figure 3.3 shows that the key infrastructure components
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are

Figure 3.3: AWS infrastructure architecture.

• Bastion Server: Responsible for concentrating SSH access to Development envi-

ronments. Amazon EC2 T3 Instances - T3.nano with 2Vcpu and 6GB memory.

• Application: Amazon EC2 C5 instances - c5.2clarge composed by 8 cpus, 16GB

of RAM and 90 GB of disk (20 GB for the operating system and 70 GB for the

application). Apache Airflow and Python 3 were installed along with the required

dependencies.

• Database: Amazon EC2 C5 instances - c5.xlarge composed by 4 cpus, 8GB of

RAM and 40GB of disk (20 GB for the operating system and 20 GB for Database).

An instance of the PostgreSQL 12 database was installed.

The Direct access to the environment is allowed only through the Bastion Server.
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3.2.2 Dataset annotation

An essential procedure for classifying normative acts into the different economic

sectors that they regulate using text classification techniques, is the creation of a labeled

dataset to be used in the models training phase.

The dataset annotation was carried out by a legal professional with expert domain

knowledge on normative acts structure and content. Given the limited resources

available for the text classification task, we have opted to use one person for the labeling

task. This decision was based on several justifications, including cost-saving, time-

saving, expertise and consistency, as using one person to perform the labeling we can

ensure consistency in the labeling process, what can help to minimize errors and ensure

high-quality data. Furthermore, different annotators may have better knowledge about

different parts of the input space and therefore be inconsistently accurate across the

task domain [87]. Additionally, the person performing the labeling has unique knowledge

and insights that make them the best fit for the task. We believe that this approach will

provide reliable results while making the most efficient use of our available resources.

The National Classification of Economic Activities (Classificação Nacional de Ativi-

dades Econômicas, CNAE) [88] is the official categorization, adopted by IBGE, to

produce statistics by type of economic activity and by Public Administration, identifying

economic activities in registrations of legal entities.

The CNAE is structured in twenty-one main categories, called sections, which in turn

have four additional hierarchical levels: division, group, class, and subclass. The fifth

level, designated subclass, is defined for use by the Public Administration. Table 3.1

shows an example of the CNAE structure for the ’Human health and social services’

section.

For research reasons, only the first hierarchy level is used in this work, resulting in

21 different classes of economy sectors. Moreover, for the purposes of this research,

some classes were not relevant as they present low frequency and/or are very similar to

other sectors. Thus, to simplify the classification process, we decided to perform the
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Table 3.1: CNAE’s Structure Example - Human health and social services

Hierarchy

Section:
Division:

Group:
Class

Subclass:

Q
86

86.1
86.10-1

86.10-
1/01

Human health and social services
Human health care activities

Hospital care activities
Hospital care activities

Hospital care activities, except
emergency room and emergency
care units

following aggregations:

• Classes 7 (trade and repair of vehicles), 9 (accommodation and meals) and 12

(real estate activities) of the CNAE were merged in 7: Commerce, Accommodation

and Food, and Real Estate Services.

• Classes 19 (Other service activities), 20 (Domestic services) and 21 (International

organizations) were merged in 17: Other services.

In addition to these aggregations, we added an extra class (the 18th) to indicate

legislation that does not deal with regulatory activities. In this study, we use class and

economy sector interchangeably. Classes definition illustrated in Table 3.2, that presents

a simpler view of the final 18 classes considered for classification. The labels in the

annotation process were defined according to the main economic sector affected by

each normative act analyzed.

The norm types defined as Ordinances and Resolutions, which correspond to about

60% of the total normative set, do not needed to be annotated and classified since the

regulatory agency that regulates the normative act is known, as well as its economic

area of activity. From the remaining normative acts which needed to be classified, 20%

was annotated by the consultant to create the training and test dataset.
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Table 3.2: Final classes

Class Definition
1 Agriculture, livestock, and forest
2 Extractive industry
3 Transformation industry
4 Electricity and gas
5 Water, sewage, and waste
6 Construction
7 Commerce, accommodation & food and real estate services
8 Transportation, storage and mail
9 Information and communication

10 Financial, insurance and related services
11 Professional, scientific, and technical activities
12 Administrative activities and complementary services
13 Public administration, defense, and social security
14 Education
15 Human health and social service
16 Arts, culture, sports and recreation
17 Other services
18 Non-regulatory

3.2.3 Normative acts data structure

The RegBr v2.0, launched in April 2022, corpus comprises about 52,000 normative

acts of the Brazilian federal legislation written in Portuguese, divided in ten types, since

1891. Table 3.3 presents the studied types of normative acts in Portuguese and in

English.

Table 3.3: Normative acts information

Type Normative act in Portuguese Normative act in English
1 Emenda Constitucional Constitutional Amendment
2 Lei Ordinária Laws
3 Decreto-lei Decree Law
4 Medidas provisória Provisional measure
5 Lei complementar Supplementary Law
6 Decreto Decree
7 Resolução Resolution
8 Portaria Ordinance
9 Instrução Normativa Normative Instruction

10 Súmula Precedent
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The first six types come from the Brazilian Legislation Portal [89] in HTML format,

while the remaining four normative act types come from decentralized sources of the

electronic portals of the 11 Brazilian regulatory agencies in various formats, including

PDF, HTML, and images. It is important to note that the median length of a normative

act is about 469 tokens, which is significantly longer than the typical customer review or

news article commonly found in datasets for benchmarking machine learning models

on text classification.

The dataset contains about 8 thousand labeled acts divided into 18 classes. It

includes all legislation available on the internet from the cited sources containing

normative acts since the end of the 19th century. For information, we divided labeled

data into 75% training and 25% testing.

3.2.4 Main approaches

To construct a more resilient benchmark for this specific text classification scenario,

various approaches were implemented. The ensuing subsections delineate the primary

characteristics employed to formulate these models.

Statistical models

In what we define as statistical models, the documents words were transformed

in features using TF-IDF, while the classifiers were implemented using Scikit-learn

[90]. Some of the most used classifiers in machine learning applications such as the

Logistic Regression, SVM with linear kernel and Gradient Boosting Classifier [91] were

applied. Additionally, we also evaluated the Ridge classifier, which essentially treats the

classification problem as a regression problem by predicting continuous target values

and then assigning labels based on those values.

Considering the potential of fully connected neural networks, a model utilizing a

fully connected (FC) neural network using the TF-IDF features was also incorporated.
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Furthermore, an SVM classifier with features extracted through Latent Semantic Analysis

(LSA) [92] was included as it is considered a classical approach in legal text classification,

according to [12]. Since the dataset was imbalanced, i.e., the different classes are not

approximately equally represented, the Synthetic Minority Over-sampling Technique

(SMOTE) [93] was employed to enhance performance by generating samples from

minority classes. Hyperparameters for each classifier were determined using grid

search, which was also employed to identify the optimal parameters for the TF-IDF

vectorizer, including the maximum number of features, cut-off frequencies, and n-gram

range.

It is also important to mention that an alternative vectorizer, Count-Vectorizer, was

examined but consistently underperformed in comparison to TF-IDF.

Word embedding models

In addition to statistical models, this study also evaluated word embeddings ap-

proaches. Statistical models rely on sparse vectors, which are high-dimensional and

have many zero values, making them computationally inefficient. Word embeddings, on

the other hand, produce dense vectors that encode the semantic meaning of words in a

more compact and meaningful manner, making them easier and faster to process.

Also, statistical models typically treat each word as independent of all other words

in the sentence or document, whereas word embeddings capture the contextual re-

lationships between words, which is crucial for natural language understanding. By

embedding words in a higher-dimensional space, word embeddings allow for the recog-

nition of word similarity and relatedness based on their semantic meanings, whereas

statistical models are often limited to word frequency counts and co-occurrence patterns.

In that sense, word vectors pre-trained on large corpora have been shown to cap-

ture syntactic and semantic word properties. This capability was leveraged by using

word2vec [25] and GloVe [65], both with 300 dimensions, pre-trained on a Portuguese
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corpus [94].

These embeddings were used by two different neural network classifiers; a Convolu-

tional Neural Network (CNN) [95] and a Long Short Term Memory (LSTM) network [96].

These architecture were chosen as they are often used in NLP applications [97] and

they are also some of the building blocks of more complex deep learning models.

Transfer learning models

Recently, impressive results were achieved by language models that were pre-trained

on large unlabeled corpora and then fine-tuned for specific tasks. Generally, transfer

learning models are an asset when dealing with smaller datasets, since its models are

pre-trained on large datasets and can be fine-tuned on smaller, task-specific datasets,

resulting in better performance on tasks with limited data availability, such as in the legal

domain.

Also, transfer learning models have the ability to capture context. Models such as

BERT and GPT are trained on large amounts of text data using self-supervised learning

techniques that allow them to capture the contextual relationships between words and

sentences. This enables them to perform well on tasks that require understanding

the meaning of text in context, different from using word embedding who is limited to

capturing the semantic relationships between words and may not be as effective at

capturing the nuances of language.

Therefore, two variants of BERT [26] known as BERTbase (12-layers; 110M parame-

ters) and BERTlarge (24-layers; 340M parameters) were evaluated in this study.

However, one of the limitations of BERT is the self-attention transformer architecture

[98] which only accepts up to 512 tokens. Since some legal texts are longer than this, a

ULM-FiT model, which accepts longer inputs due to its stacked-LSTM architecture [99],

was also employed.
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3.3 Results and discussion

Over the last few decades, especially with recent breakthroughs in NLP and text

mining, text classification applications have been widely studied and implemented

[100]. One area that has grown and gained relevance in recent years is related to the

classification of legal texts [12], which usually have complex and technical language,

imposing manual classification tasks for a select group of jurists with specific domain

knowledge. Still, legal texts are composed of large amounts of words and content,

making it infeasible to perform the classification task manually and efficiently.

With regards to the structure of a text classification problem, it can be broken down

into the following four phases: Feature extraction, dimensionality reduction, approach

and model selection, and evaluation [100].

• Feature Extraction: Since texts are unstructured data, they must be cleaned and

converted into structured feature space before applying classification algorithms.

Feature extraction also reduces the number of features in a dataset by creating

new features from the existing ones. Standard techniques of feature extraction

include One Hot Encoding [24], Term Frequency-Inverse Document Frequency

(TF-IDF) [63, 101], and text embedding techniques such as Word2Vec [25].

• Dimensionality reduction: Optional phase defined as the data transformation from

a high-dimensional space into a low-dimensional space. It is used in order to

reduce the time and space complexity in some applications, especially when using

data sets containing many unique words.

• Approach and model selection: The most critical step in the classification pipeline.

At this point, it is important to have a solid understanding of the main approaches

and models used in the literature for the application of interest.

• Evaluation methods: Used to assess the model’s performance, it is the final part of

the classification pipeline. There are several available metrics to evaluate models,
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such as accuracy, F-measure, recall, precision, and ROC curve. The most popular

metric in the context of imbalanced text classification is F-measure since accuracy

can undervalue how well classifiers are doing on minority classes. In contrast,

F-measure balances precision and recall of classifiers on each class [102]. For

these reasons, RegBR uses F1 score and accuracy as its main evaluation metrics.

The results of the text classification benchmark performed in this study are presented

in two parts: first using the entire set of normative acts starting with the first normative

act available on the digital platforms used as the source, in 1891, and soon after, using

only normative acts from 1964 onward in order to delimit a clear and more linguistically

homogeneous temporal scope, since the vocabulary used at the beginning of 20th

century is considerably different from the current one when we refer to legal texts.

Another reason for picking 1964 is that it represents a milestone in Brazilian political

and economic history as a military dictatorship was established in 1964, a period from

which many normative acts remain valid until now, even after the promulgation of the

1988 Constitution. This year was also chosen among several tested years for presenting

the best trade-off between including the most normative acts in the training phase and

also having a consistent linguistic style between the text analyzed.

The models and hyper-parameters used in this legal text classification benchmark

study are presented in Table 3.4.

It is important to mention why such different models were chosen to compose the

benchmark. Firstly, these models are widely used and well-established in machine

learning applications, including text classification. They have demonstrated good perfor-

mance across a range of tasks and datasets, making them suitable baseline models

for comparison. Secondly, each of these models has a different underlying assumption

and structure. The diversity in model assumptions and structures provides a more

comprehensive evaluation of the text classification problem. Thirdly, these models are

relatively easy to implement, and their results are interpretable, making them suitable for

benchmarking purposes. Popular libraries such as Scikit-learn provide built-in function
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Table 3.4: Hyperparameters used to generate the results

Models Hyperparameters

Tf-idf vectorizer Maximum number of features = 10,000 / n-gram range = (1,1) /
no constraints in the frequency of words

Logistic Regression (LR) Regularization coefficient = 2
Ridge Classifier (RC) Regularization coefficient = 1

Oversampling Over-sampling using SMOTE and cleaning using Tomek links with default parameters
SVM Linear Kernel, Regularization coefficient = 0.5

XGBoost XGBoost with 100 estimators
SVM + LSA (500) LSA with 500 topics / SVM with linear kernel with regularization coefficient = 1

Word2vec 300 dimensions
GloVe 300 dimensions

LSTM
Embedding layer followed by a bi-directional with 64 hidden units
followed by a fully connected layer with 256 units with dropout = 0.1
and a final layer with 64 hidden units.

CNN
Embedding layer followed by 4 convolutional layers with 36 filters of
varying kernel size (1,2,3,5) followed by a fully connected layer
with 144 hidden units with dropout = 0.1

BERT
BERT pre-trained (12 layers with 110 million parameters for the base model,
and 24 layers with 335 million parameters for the large model)
using Portuguese corpus [103], followed by a final fully connected layer with dropout = 0.05

ULM-FiT One AWD-LSTM layer [104] followed by 4 QRNN layers [105]
with dropout and a final fully connected layer

NN + TF-IDF Fully connected network with 25 hidden units in the first layer followed by
batch normalization, dropout = 0.25 and a final layer with 18 units

for these models, making their implementation straightforward. Lastly, these models

offer various hyperparameters that can be tuned to optimize their performance on the

specific text classification task. This adaptability also makes them suitable for bench-

marking. In that regard, tables 3.5 and 3.6 evaluate these models using all data, and

data after 1964, respectively.

Across the models implemented, word embedding models consistently under-

performed the statistical and transfer learning models on accuracy. Regarding the

F1-score, word embedding models performed worse, on average, than the statistical

models. This result can be observed because the pre-trained word embedding models

used in the study were trained on a large generic body of Brazilian Portuguese, and

European Portuguese, of different sources and genres, from USP Word Embeddings

Repository [94], and not in a specific and targeted set of legal and bureaucratic texts of

the federal government.

Analyzing transfer learning approaches, BERT models performed slightly worse

than the best statistical models, and MultiFit had the worst performance overall, in both
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Table 3.5: Classification Results with all data

Models Accuracy Average F1-score
Logistic Regression (LR) 62.64 ± 1.03% 0.571 ± 0.093
Ridge Classifier (RC) 63.77 ± 0.94% 0.59 ± 0.006
LRSMOT E 63.57 ± 0.83% 0.597 ± 0.009
SVM 63.96 ± 1.19% 0.592 ± 0.013
XGBoost 60.94 ± 0.79% 0.553 ± 0.013
EnsembleRC,LRSMOT E

63.59 ± 0.82% 0.598 ± 0.09
EnsembleRC,SV M 64.06 ± 1.18% 0.592 ± 0.10
SVMLSA 59.50 ± 4.7% 0.538 ± 0.045
LSTMword2vec 57.08 ± 1.02% 0.5043 ± 0.03
CNNword2vec 59.99 ± 0.47% 0.541 ± 0.072
LSTMGloV e 57.48 ± 0.38% 0.5151 ± 0.088
CNNGloV e 59.48 ± 0.52% 0.543 ± 0.064
BERTbase 61.84 ± 0.85 % 0.551 ± 0.024
BERTlarge 48.70 ± 1.19 % 0.382 ± 0.067
ULM-FiT 55.29 ± 1.03% 0.526 ± 0.055
FC Neural NetworkT F −IDF 58.58 ± 0.9% 0.541 ± 0.011

Table 3.6: Classification Results with data post-1964

Models Accuracy Average F1-score
Logistic Regression (LR) 65.93 ± 1.25% 0.575 ± 0.015
Ridge Classifier (RC) 67.97 ± 0.95% 0.612 ± 0.015
LRSMOT E 66.15 ± 0.011% 0.609 ± 0.013
SVM 67.72 ± 1.31% 0.619 ± 0.013
XGBoost 63.91 ± 1.11% 0.568 ± 0.015
EnsembleRC,LRSMOT E

64.96 ± 1.83% 0.591 ± 0.022
EnsembleRC,SV M 67.97 ± 1.09% 0.616 ± 0.015
SVMLSA 61.51 ± 3.94% 0.531 ± 0.031
LSTMword2vec 58.37 ± 1.02% 0.521 ± 0.012
CNNword2vec 61.66 ± 0.92% 0.565 ± 0.079
LSTMGloV e 59.78 ± 1.36% 0.533 ± 0.014
CNNGloV e 61.21 ± 1.57% 0.565 ± 0.016
BERTbase 62.21 ± 0.94 % 0.514 ± 0.061
BERTlarge 52.72 ± 0.89 % 0.428 ± 0.056
ULM-FiT 58.14 ± 0.92% 0.538 ± 0.033
FC Neural NetworkT F −IDF 63.66 ± 0.94% 0.569 ± 0.020

accuracy and F1-score metrics. The causes of inferior performance with respect to

statistical models could be attributed to the limited domain-specific knowledge and the

small number of pre-trained language models available in Portuguese. In this work,
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we used neuralmind [103] BERT language model and FastAI ULMFit based language

model, both trained in a wide range of texts but not necessarily linked to legal texts.

Transfer learning models are trained on large, general-purpose datasets, and this

specific used pre trained model may not have sufficient domain-specific knowledge to

handle the nuances and complexities of the legal domain. Legal language often contains

jargon, technical terms, and complex sentence structures that may be unfamiliar to the

pre-trained model, resulting in lower performance.

Although considering only post 1964 material to train and test the model makes

us lose about 40% of the normative acts, an improvement in the performance metrics

is noticeable, with both accuracy and F1 score metrics improving. This improvement

may be partly explained by the fact that the language observed in the texts is more

homogeneous.

Additional analyzes were performed to handle the fact that the dataset was unbal-

anced. Two different methodologies were used in order to obtain similar numbers of

examples for the different classes. First, an undersampling method was applied by

randomly eliminating examples from the most numerous classes. The performance

obtained was not satisfactory, possibly due to the decrease in the training dataset.

Then, the dataset was balanced using SMOTE [93], which oversampled the examples

of the least represented classes. In this case, the results were slightly worse than the

classification using the unbalanced data, indicating limitations of the technique for the

problem at hand. There are several reasons why SMOTE can have not so good results

in unbalanced datasets, including overfitting since SMOTE can generates synthetic data

points that are too similar to the original minority class resulting in lack of diversity and

reduced generalization performance on new data and also including the generation of

noisy data points that are not representative of the true distribution of the minority class.

Overall, while transfer learning models have shown superior performance on many

natural language processing tasks, including text classification, their performance may

be limited in the legal domain due to the unique characteristics of legal language and
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the limited availability of labeled data. As noted by [106], BERT models may not be

well-suited for domain-specific legal text tasks. While this does not preclude their use, it

does increase the complexity involved.

As stated, there are several potential explanations for BERT’s inability to outperform

models such as SVM and Ridge classifier in our text classification task. An additional

possible reason is BERT’s possible difficulty in learning accurate representations for

underrepresented classes in datasets with significant class imbalance, like our dataset.

Also, although BERT has demonstrated remarkable effectiveness in general language

representation tasks, it is trained on unlabeled, generic sources like Wikipedia and

open-source articles, resulting in a lack of domain-specific knowledge, as the dataset

used in this study.

Moreover, a limitation of the BERT model is its inability to handle texts exceeding 512

tokens, which, in our case, constitutes more than half of the corpus. This constraint may

contribute to the comparatively weaker performance observed relative to other models.

Alternative architectures within the BERT family, which can accommodate longer texts,

may potentially yield improved performance. Such investigations could be pursued in

future research.

In cases like the one in this study, a carefully designed statistical model with appro-

priate feature engineering and data preprocessing may outperform transfer learning

models. The ensemble model of Ridge classifier and SVM emerged as the best perform-

ing approaches on both accuracy and macro averaged F1 scores. It is also important

to notice that the statistical models are significantly faster for training and testing when

compared to the implementations using deep neural networks.

The results obtained with the EnsembleRC,SV M , with around 68% of accuracy and

62% of F1-score, for a larger number of classes, is an exciting result and is similar to

what was shown in other legal text classification benchmarks in other languages [12].

Due to its good performance and low computational cost, we employ the EnsembleRC,SV M

as the model used to classify regulations into different economic sectors. Moreover, this
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model also allows us to verify the most relevant terms in classifying each sector, which

improves the model’s transparency and interpretability.
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4 Regulatory metrics conception

This section introduces metrics that allow regulators and policymakers to better

identify and prioritize regulations that may need reforms. In this sense, this work

provides a variety of quantitative data and indicators, including

• Regulatory stock analysis over time, making the federal regulatory flow transparent

• Restrictiveness metric, indicating the regulatory restriction counts;

• Industry citation relevance metric, that calculates the frequency of industry-relevant

terms in the context of federal regulations among the economic sectors considered;

• Popularity metric, indicating how popular a law is for the general population and

for the Federal government;

• Linguistic complexity metric, measuring the linguistic complexity of a normative

act.

All the metrics and indicators presented in this section are calculated based on

legislative documents obtained via the automated ETL routines presented in section

3.2.1 Implementation of ETL routines and classified into sectors of economy using the

best performing model presented in section 3.3 Results and discussion. The entire ETL

system and text classification task is updated every 3 months, being the study results

always current and available to the public and decision makers to use.
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4.1 Regulatory stock analysis over time

The concept of Regulatory stock Management is not new in the Brazilian government

context. Nonetheless, it gained more relevance since the publication of Decree 10.139,

of 28 November 2019, which imposes the review and consolidation of all normative acts

with a hierarchy lower than the decree by the end of 2021. In addition, as determined

by the decree, each federal administration body and entity must divide all its normative

acts by thematic relevance and review them by steps [107].

To adapt to this new context, some regulatory agencies are establishing working

groups for quantitative mapping of regulatory stock. In this context, RegBR brings a

general analysis of the Brazilian regulatory stock filtered by sector of the economy or by

regulatory agency, to assist regulatory authorities in managing the country’s regulatory

stock and better adequate the regulatory process to international quality parameters.

Figure 4.1 illustrates the quantitative analysis of the normative acts Resolutions,

Ordinances, Normative instructions and ’Precedents’ by agency, while Figure 4.2

presents the data filtered by type of normative actor. It is interesting to note that

the creation of Brazilian regulatory agencies took place around the 2000s, with the

creation of the first regulations on the same period. The graphs below can be found at

https://infogov.enap.gov.br/regbr/fluxo-regulatorio.

The information presented in the aforementioned figures can be filtered by economic

sector and normative act situation and is available for public consultation, increasing

government transparency and allowing easy access to information for citizens and policy

makers interested in monitoring their work metrics.

4.2 Regulation restrictiveness metric

Recently, regulatory reforms have gained increasing attention in the political and

economic context [108] and, consequently, researchers have been trying to introduce
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Figure 4.1: Normative acts of regulatory agencies over time.

Figure 4.2: Normative acts of different normative types over time.

simple and direct forms to quantify regulations and perform ex-post evaluation [109].

One of the first methods used for this purpose was based on counting the law codes

pages [18]. This method, due to its simplicity, does not always correctly represent the

complexity or the importance of the laws since long texts are not necessarily stricter than

short and concise texts. In addition, the fact that some texts use more tables, graphs,

diagrams, and annexes, which disproportionately increases the number of pages, and
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these changes in formatting styles over time can negatively influence the use of this

metric as the main method for quantifying regulatory power of a law.

In order to overcome the problem of different text formatting, [110] proposed using

file size data for quantification purposes, however, the presence of large graphics and

tables can still bias this measure.

As a methodology capable of overcoming these problems, RegData US [18] pro-

posed the use of word count to quantify the restrictiveness of a piece of regulation.

Regulatory restrictions are defined as words and phrases in a regulatory text context

that indicate specific obligations or prohibitions [111]. As normative texts are intended

to restrict or expand legal scopes, these texts often use certain verbs and adjectives

such as ‘shall’ and ‘must’. The restriction metric is then measured by the total number

of occurrences of restrictive words in a set of laws within the body of the normative act.

In the last few years, in the Brazilian context, we have seen a greater number of

enacted normative acts. For this reason, RegBR proposes a slight modification in the

original metric of law restrictiveness of RegData. In addition to counting the restrictive

words in a set of normative acts, this number is divided by the number of normative

acts in the set, by economic sector in each year, thus obtaining a metric for the average

number of restrictive words by normative acts over the years for each studied economic

sector. In this way, we can understand whether the average number of restrictive words

by normative acts has increased, decreased or remained constant over time.

Thus, the regulation restrictiveness metric for RegData BR is defined as

restrictiveness(year, economic sector) =
(∑

restrictive word count∑
law

)
, (4.1)

where the word counts are defined by a list1 of restrictive words in Portuguese that intend

to restrict or expand legal scopes. This list was proposed by the ENAP’s researchers

and validated by law professionals with vast experience in the legislative field.
1In portuguese, the restrictive words are: vetado, vedado, defeso, proibido, negado, determina, obriga,

ordena, impõe, limita, delimita, demarca, restringe, confina, reduz, define, deve, deverá, precisa and
necessita.
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After generating the time-series with the average number of restrictive words per law

and per year for each economic sector, a stationarity statistical test is performed on the

restrictiveness metric over time to assess the existence of trends in the data [112, 113].

This would indicate possible increases or decreases in the average strictness of the

laws over time. For this purpose, the Augmented Dickey Fuller (ADF) test [114] was

applied as well as the Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test [115] together

[116]. In general, if the results of both tests suggest that the series is stationary, we

can consider its stationarity with high confidence [116]. In simple words, we may infer

whether the mean function of the series is constant or not. Table 4.1 [117] shows the

possible results with p-value of 0.05 for each test based on its null hypothesis.

Table 4.1: Results interpretations.

ADF KPSS
p <0.05 Stationary Non-stationary

p >0.05 Failed to reject the
stationary hypothesis

Failed to reject the
non-stationary hypothesis

From the results of Table 4.1, Table 4.2 [117] summarizes the possible interpretations

when the two tests are combined. The series is called trend stationary when it becomes

stationary after removing the trend. Similarly, difference stationary implies that the

series requires differencing the series to make it stationary.

Table 4.2: Outcomes interpretations of combined ADF and KPSS tests.

KPSS
p >0.05 p <0.05

p <0.05 Stationary InconclusiveADF
p >0.05 Inconclusive Non-stationary

The experiment was conducted first generating the time series for the metric of word

restrictiveness per law by year and by economic sector. Next, we applied the ADF and

KPSS tests to each time series corresponding to each economic sector. If the ADF test

failed to reject the stationary hypothesis ( p > 0.05) and the result for the KPSS test was
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non-stationary (p < 0.05), we considered the time series non stationary, as indicated in

Table 4.2. Finally, Table 4.3 presents the results of the stationary tests to all classes.

Table 4.3: Classification Results with all data

Classes ADF KPSS Result
Class 1 0.993189 0.010000 Non-stationary
Class 2 0.063195 0.100000 Non-stationary
Class 3 0.039528 0.011266 Inconclusive
Class 4 0.243227 0.044970 Non-stationary
Class 5 0.567624 0.022370 Non-stationary
Class 6 0.000037 0.072917 Stationary
Class 7 0.025908 0.059229 Stationary
Class 8 0.344502 0.024106 Non-stationary
Class 9 0.101205 0.010000 Non-stationary
Class 10 0.816323 0.010000 Non-stationary
Class 11 0.692446 0.01000 Non-stationary
Class 12 0.999052 0.010000 Non-stationary
Class 13 0.025713 0.010000 Inconclusive
Class 14 0.978855 0.010000 Non-stationary
Class 15 0.382618 0.010000 Non-stationary
Class 16 0.316495 0.010000 Non-stationary
Class 17 0.004189 0.100000 Stationary
Class 18 0.260208 0.012934 Non-stationary

For these non-stationary series, a polynomial fitting was performed to model and

remove the trend afterwards by subtracting the values of the fitting curve from the

original time series. Finally, we applied again both tests to each de-trended time series.

All de-trended time series tested positive to stationarity, confirming the initial time series

status of non-stationarity with a trend curve.

As a result of the experiment, 12 out of 17 economic sectors tested to be non-

stationary, presenting a positive trend of increasing the number of restrictive words

over the years: Agriculture (1), Extractive Industry (2), Electricity and gas (4), Water

and sewage (5), Transportation (8), Information and communication (9), Finance (10),

Professional Scientific activities (11), Administrative activities (12), Education (14),

Human health (15) and Arts, culture, sports, and recreation (16). Figure 4.3 shows the

restrictions word count per laws over time, since 1964, for five of the economic sectors

discussed in a cumulatively and not cumulatively way.
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(a) Brazilian restrictive word count per law, 1964 - 2021.
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(b) Brazilian restrictive word count, cumulatively, 1964 - 2021.

Figure 4.3: Brazilian restrictive word count

4.3 Industry citation relevance

The industry citation relevance metric measures the influence of the CNAE’s eco-

nomic sectors, also called industries, based on their citation frequency in the general

corpus of normative acts. If words directly related to a particular economic sector are

used frequently throughout the entire corpus, that sector is understood to show more
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relevance than an economic sector that is not frequently cited, which may indicate which

sectors have been prioritized in the context of regulatory legislation.

To calculate the industry citation relevance metric by year, for each industry we sum

the total occurrences of the specific strings terms that represent the industry in that year

and divide by the total number of words in the normative acts corpus from that specific

year as

relevance(year, industry) =
∑

industry specific strings on corpus∑
corpus words

. (4.2)

Then, a normalization is applied to the metric values by dividing them by the maximum

value in that year to obtain a range between 0 and 1, where 1 represents the most

relevant sector in that year.

The industry specific strings were derived from the most relevant words2 for the

EnsembleRC,SV M text classification model, the top performing method. The top 10 words

that represent each industry are unique, i.e., they do not affect the metric for other

industries because there is no overlap between different sectors.
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Figure 4.4: industry citation relevance string terms count.

2Formally words whose corresponding weights had most significant values.
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Figure 4.5: Industry citation relevance metric for the year of 2020.

Next, Figure 4.5 displays the relevance metric of each CNAE industry. The bars

represent the number of occurrences of the industry-specific search strings divided by

the corpus’s word count for 2020. In that year, the most relevant industries in the context

of regulatory acts are ‘Transport’ (code 08) and ‘Electricity’ (code 04) and, curiously, the

‘Health’ sector was only in 5th place, even with the incidence of the COVID-19 pandemic

during the year concerned.

In addition, we can check the relevance metric values for each industry over the

years. Figure 4.6 shows the relevance metric for the economic sectors since 1964.

The industry citation relevance presented in Figure 4.6 correlates with some historical

events described as follows. For instance, it is interesting to observe that between

2001 and 2004, due to the frequent energy blackouts and need for energy rationing,

a regulatory reform was initiated in the Brazilian electrical sector [118], including the

creation of the National Electric Energy Agency (ANEEL), which led to the increase

in the relevance of this sector in the federal normative context in the aforementioned

period, as shown in Figure 4.6 on class 4.
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Figure 4.6: Industry citation relevance frequencies.

On a similar note, the increase in transport industry citation relevance since 2000

was due to the creation of the National Land Transport Agency (ANTT) and the National

Waterway Transport Agency (ANTAQ) both in 2001, and the creation of the National

Civil Aviation Agency (ANAC) in 2005, strongly regulating the transport sector in Brazil.

Figure 4.6 illustrates this behavior.

In the opposite direction, in the 80s and 90s, the Brazilian economy was marked

by crises and hyperinflation. In 1986, the then-president José Sarney launched the
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Cruzado Plan, the country’s largest economic stabilization plan at that time. Several

economic measures such as currency changes and freezing of wages, prices, and

exchange rates were taken during the same year. With the return of hyper-inflation

months later, several other plans were implemented until economic stabilization in

the late 1990s as a result of the Real Plan [119], the thirteenth economic plan for

stabilizing the Brazilian economy since the early 1980s, implemented by the Itamar

Franco administration in 1994. Figure 4.6 shows that during these two decades, the

finance sector was very relevant in the federal normative context, decreasing its relative

relevance from the 2000s.

This type of analysis can help citizens to assess government’s priorities, increasing

transparency. For example, after a pandemic, one would expect a higher of industry

citation relevance on the human health sector. By looking at how one sector com-

pares related to others, the population can make the government accountable for its

prioritization.

4.4 Normative act popularity

In order to allow the government to gain insights about the regulatory topics of

greatest interest to its population and to its internal administration, a novel metric is also

proposed, which is the normative act popularity. This new metric indicates how popular

is a normative act concerning a specific group. This metric aims to indicate which are

the most popular normative acts, and consequently, the ones that generate the most

interest from the general population and the federal government.

Population Normative act popularity

The population normative act popularity is calculated based on the population

active search for specific normative acts on Google, a traditional search engine for the
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general population. In this context, we used information from the Google Trends engine

alongside rules to search for normative acts and get their search frequencies.

Google first launched Google Trend in 2006 to analyze the popularity of top search

topics in the Google Search platform across various regions and languages starting

from 2004 [120]. This tool has been used in different applications over the years, such

as prediction of the stock market behavior [121] and tourism patterns [122], it was also

used to understand the behavior of epidemiological diseases [123] and to calculate

search popularity of professional cycling [120].

Google Trends measures search popularity in relative terms based on a randomly

drawn sample, normalizing search data to make comparisons between different terms

easier. For search popularity calculation, each data point is divided by the total searches

of the geography and time range it represents to compare relative popularity [124]. It is

important to note that Google Trends search popularity ranges from 0 to 100, and it only

shows data for popular terms, so search terms with low volume are set to 0 [124].

For RegBR, the search strings used to calculate Google Trends search popularity

were formed by the following elements: the act type followed by its number, a slash,

and the publication year. This is the most usual way of researching a normative act on

search tools. Examples of the search strings are Law 8.112/1990 and Constitutional

Amendment 20/1998. It is important to indicate that the normative act popularity was

calculated to the first six normative act types, excluding ’Ordinances’, ’Resolutions’,

’Normative Instructions’ and ’Precedents’ since its search strings are not standardized

with the other normative acts types.

As search parameters, it was used ’BR’ as geo-attribute and the last ten years

as timeframe. It is worth mentioning that for normative acts existing for less than ten

years, only the actual existence of the normative act was considered in calculating their

average popularity.
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Table 4.4: Average popularity of normative acts on Google Trends

Normative act name and subject Average interest

Law 13.982/2020 - COVID-19 emergency aid 89.9
Law 13.979/2020 - COVID-19 emergency measures 49.8
Law 13.467/2017 - Labor Reform 36.9
Law 13.146/2015 - Statute of People with Disabilities 34.0
S.L.a 123/2006 - Statute of Micro and Small Business 31.8
Law 11.343/2006 - Public Policies on Drugs 27.8
Law 10.826/2003 - Disarmament Statute 25.7
Law 8.112/1990 - Legal regime for federal civil servants 23.0
Law 8.666/1993 - Public bids and contracts 22.8
Law 11.101/2005 - Company Rehab and Bankruptcy 22.1
Law 12.799/2013 - Registration fee exemption for exams 20.5
Law 14.010/2020 - COVID-19 pandemic law 20.4
S.L. 101/2000 - Fiscal responsibility law 19.1
Law 12.016/2009 - Writ of Mandamus law 18.0
C.A.b 87/2015 - Interstate taxes and operations 16.9
a Supplementary Law.
b Constitutional Amendment.

As a result, Table 4.4 show the average popularity for the 15 more popular normative

acts. Not surprisingly, the most popular normative acts for the general public are

concerned with important social aspects such as the COVID-19 pandemic crises, the

labor reform and the statutes of people with disabilities, micro and small business, and

disarmament proposal.

Government Normative act popularity

On the other hand, the popularity metric in the context of the Federal Government is

based on the frequency of normative acts citations in the Official Gazette of the Federal

Government (DOU).

To implement this search, a data extractor of all contents of sections 2 and 3 from

DOU was implemented since 2001, when its digital form became available. Acts located

in section 2 deal with publications relating to public servants, such as appointments and

designations of commissioned positions, while section 3 is meant to publish notices,
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contracts, amendments, cancellations, agreements, concessions, among others. Since

section 1 is intended to publish normative acts itself, such as laws, decrees, resolutions,

normative instructions, ordinances, and other normative acts of general interest, this

session is not used to quantify the citations of normative acts in itself.

After extraction, the text content is structured, the citation frequency for each norma-

tive act is calculated and then normalized to obtain a popularity metric value between 0

and 100.

As a result, Figure 4.5 shows the average popularity for the 15 most popular nor-

mative acts on DOU. The most popular normative acts for the Federal Government are

those related to public administration, such as rules that regulate bidding and contracts

at the federal level, dispose of internal rules for the Union’s Court of Auditors, and

establish the legal regime of the public civil servants of the Union.

Table 4.5: Average popularity of normative acts on DOU.

Normative act name and subject Average interest

Law 8.666/1993 - Public Adm bids and contracts 100.0
Law 8.443/1992 - Federal Audit Court 94.6
Law 8.112/1990 - Regime for servants of the Union 80.5
Law 10.520/2002 - Law of the Auction 49.5
Law 13.303/2016 - State Law 46.1
Law 10.887/2004 - Retirement of the public servants 41.0
C.A. 41/2003 - Social security of the public servants 33.3
C.A. 47/2005 - Retirement of the public servants 24.4
Law 11.416/2006 - Judicial servants careers 19.2
Law 13.135/2015 - Pension in case of death 17.5
S.L. 123/2006 - Statute of Micro and Small Business 13.9
Law 12.772/2012 - Federal Magisterial careers plan 10.2
Decree 7.892/2013 - Price Registration System 8.1
Decree 5.450/2005 - Federal auction purchases 7.7
Law 13.979/2020 - COVID-19 emergency measures 7.2

It is important to mention that the values of the two popularity metrics are not

comparable since the data from Google Trends does not represent the frequency of

citations of a normative act but rather the result of a Google calculation method that
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considers factors such as Geolocation. In addition, both metrics are not calculated over

the same time interval, making them incomparable among themselves.

4.5 Linguistic complexity

The last implemented metric is related to the complexity of each regulation, and it is

relevant for several reasons as more complex regulations may force regulated entities

to employ more personal and spend more time understanding them. Moreover, it can

also make it less accessible to the public as the language gets too specific.

Inspired by [20], three different metrics were employed to compare regulations’

complexity. The first metric is the median sentence length. The median is used to avoid

the effects of outliers that can appear in parsing sentences in law documents, such as

tables or other bodies of text. The main assumption is that longer sentences tend to be

more challenging to understand and, consequently, increase the document’s complexity.

The second metric employed is Shannon’s entropy, a measure of the average

information of a single message from a given source [125]. It can be interpreted

as measuring the frequency that new ideas (or words) are introduced in documents.

Consequently, simpler and more focused documents have a lower entropy score than

more complex documents. The entropy can be defined as

H(Xj) = −
N∑

i=1
p(xi,j)log2(p(xi,j)), (4.3)

in which Xj denotes the j-th document, p(xi,j) indicates the probability/frequency of the

word xi,j occurring in document j and N is the total number of words in document j.

The final metric is the frequency of conditional words in the text, which counts

the number of branching words (in English, those are words such as “if”, “but”, and

“provided”) found in any given part in the text. Since we are working with Portuguese

58



text, we adapted the conditional terms to words that denote a similar branching idea 3.

The goal of evaluating these three metrics is to understand if regulations are getting

more complex by analyzing if the ideas are extended and wordy. Recall that the following

analysis is based on the classification results obtained in Section 3.3. Therefore, the

accuracy of the results is directly related to the quality of the classification procedure.

It is worth mentioning that the three-complexity metrics considered are not directly

related. In other words, they express the complexity of a document by measuring

different parameters. Therefore, one metric can increase over time while the other two

may present different behaviors. So, to assess if the regulations from a sector became

complex, we have to analyze the three metrics together.

For example, if the number of conditional words for a given sector increases, the

entropy can decrease if the total number of words is the same as the idea is being

presented using a smaller word variation.

The main goal of the complexity analysis is to understand how it evolved over

time. It can be analyzed on a macro-level by grouping all sectors and calculating the

median for each metric over time. The median is used to avoid the influence of possible

outliers in the observed period. Moreover, to have comparable results, each metric was

standardized (zero mean and unit variance) and shifted by subtracting the first value of

the series, so each metric starts at zero. The results are shown in Figure 4.7.

It is evident that the overall complexity increased in the observed period. The

conditional count metric was reduced starting in the middle of the 1990s, but its value

is still higher than the beginning of the period. On the other hand, both entropy and

median sentence length increased substantially starting in 2000.

However, it is essential to note that different sectors of the economy can present

different regulatory dynamics. Thus, the overall complexity might not present the whole

picture of a sector regulation over time. Moreover, since each sector would have

three curves representing different metrics, the complexity trend could end up being
3We used the following words as conditional words:“se”, “caso”, “quando”, “dado que”, “desde que”, “a

menos que”, “a não ser que”, “embora”, “ainda que” “mesmo que”, “posto que” and “em que”.
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Figure 4.7: Median metrics from all sectors grouped together, a moving average of 14
years was used to smooth out the curves.

challenging to present. To represent each sector as a single time-series, a kernel

principal component analysis [126] (KPCA) was employed to reduce the three metrics

to one dimension.

Since the metrics are not necessarily correlated, the same is true with respect to

its one-dimensional projection. Therefore, only sectors that present significant levels of

correlation between the KPCA projection and their complexity metrics are considered,

which implies that an increase in the projected complexity is related to an increase in

the complexity metrics. The results are presented in Figure 4.8.

Most of the observed sectors had an increase in regulation complexity throughout the

period from 1964 to 2020. There are two distinct moments where regulations from most

sectors become more complex. First around 1970 and then in the year 2000. Since the

curves were smoothed using a moving average, the variations are not reflected instantly.

So these two periods can be attributed to the new form of government established in

1964 and the re-democratization that started in 1985.

As stated before, the results presented in this section should not be considered

as facts. They are based on classifications from a model that can (and most likely

will) make mistakes, and on noisy metrics that try to represent the complexity of a text.
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Figure 4.8: Complexity projection, a moving average of 14 years was used to smooth
out the curves.

Instead, they can be used as a decision support tool for policymakers; in other words,

they can help gain insights on how regulations evolved over time and how they can be

improved.
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5 RegBR applications

In this section, six of many applications of RegBr framework on the federal govern-

ment are discussed: RegBr as a regulatory base for studies; RegBr as a feedback

mechanism to regulatory agencies; RegBr as a monitoring tool; RegBr as a comparative

apparatus; RegBr as a predictor of regulatory governance design in Brazil and RegBr as

a transparency instrument. All of these applications are related to the usage of RegBr

by citizens, organizations, and by the Federal Government itself.

Even though RegBr is a framework with all the features described in previous

sections, the applications stated in this section bring another look to its usage and focus

on how this research object can be useful in a practical way.

5.1 Regulatory base to studies

Since RegBr is a framework that quantifies regulations produced by the Brazilian

government across the years, this tool became an important dataset that subsidizes

regulatory studies. For instance, the Revista do Serviço Público (Public Service Journal)

recently opened a call of papers to prospect studies that uses RegBr as its data source.

Additionally, the Brazilian Executive branch, particularly regulatory agencies, has

been increasingly adopting the practice of regulatory impact analysis (RIA) prior to

deliberation on new regulations, and regulatory results assessments (RRA) following

regulation implementation. ANEEL, the National Agency of Electric Energy, is an
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example of a regulatory agency successfully implementing these practices to evaluate

regulations in the energy economic sector [127].

Scholars seeking to better comprehend the impact of regulations in Brazil can utilize

RegBr as a valuable data source for both RIA and RRA. These developments demon-

strate a positive shift towards evidence-based policymaking and reducing negative

externalities. RegBr’s data can be utilized to assess the effectiveness of these practices

and identify areas for improvement.

5.2 Feedback mechanism to regulatory agencies

The RegBr framework comprises four metrics that evaluate the quality of regulations

generated by Brazilian regulatory agencies based on their popularity, restrictiveness,

influence on the economic sector, and linguistic complexity. The linguistic complexity

metric, in particular, is of great importance to regulatory agencies, as it serves as a

gauge of transparency and effectiveness. It assesses the comprehensibility of norma-

tives to citizens and regulated entities, and regulations with high linguistic complexity

may pose a challenge to their interlocutors’ understanding, ultimately impacting their

effectiveness.

In 2021, the National Agency of Waters (Agência Nacional de Águas - ANA) utilized

the RegBr metrics to assess the linguistic complexity of their normatives. Following a

meeting with RegBr researchers, ANA staff confirmed their concern that the linguistic

complexity of their regulations might be impeding public understanding.

This instance illustrates how regulatory agencies are utilizing RegBr as a feedback

mechanism to evaluate and improve their regulatory processes.
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5.3 Monitoring tool

RegBR can also be used as a monitoring tool. The framework allows the Brazilian

Federal Government to monitor its regulatory production, measuring lengthwise the

number of acts that have been produced.

Regarding the task of monitoring the number of normative that are being produced

and have been produced, the federal government signed the Decree nº 10.139 from

2019 November (Decreto nº 10.139 de Novembro de 2019), that establishes that every

organization in the Federal Government must revoke normatives that no longer had

applicability. This initiative aimed to reduce the number of normative in the legal system.

Since RegBR quantifies the number of normative and their legal status, this tool can

be used by the Federal Government to analyze the impact of the Decree 10.139 and

other initiatives that have similar goals.

Moreover, RegBR can assist decision makers in measuring their own work, provid-

ing a framework that allows the heads of regulatory agencies to measure what their

organization produces in terms of volume and characteristics of regulations. The use

of standard metrics can be interesting to have a clearer view of historical trends in the

context of a specific regulatory agency or to compare different regulatory agencies in

terms of their produced normative characteristics.

5.4 Comparative apparatus

RegBR is an initiative inspired by RegData, from Mercatus Center, which aims to

quantify the regulation produced by the Brazilian Federal Government. Like RegData,

RegBR analyzes data by regulator and industry and measures regulatory restrictive-

ness, a key metric for assessing the impact of regulations on economic growth and

development.
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Updates in RegData are launched at “quantgov.org" site, which also brings informa-

tion about other English-speaking countries such as Canada and Australia that also

implemented a similar framework. With RegBR, the Brazilian government can compare

its regulatory environment with these countries and identify areas where it can improve

its regulatory policies and practices.

By using RegBR, the Brazilian government can gain valuable insights into how

its regulatory environment affects different industries and identify potential areas for

improvement. Additionally, comparing its regulatory production and restrictiveness

with other countries can help Brazil benchmark itself and learn from best practices

implemented by other nations.

5.5 Predictor of regulatory governance design in Brazil

As the regulatory governance concept involves a range of activities including the

development of regulations, the monitoring and enforcement of regulatory compliance,

and the evaluation of the effectiveness of regulatory policies and practices, the RegBR

framework has the potential to be a valuable predictor of regulatory governance design

in Brazil.

By providing policymakers and researchers with access to centralized regulatory

data, the tool can facilitate analysis of regulatory trends and practices, as well as identify

areas and economic sectors where regulation improvements may be needed.

One of the key advantages of RegBR is that it can provide policymakers with

compiled information on the quantity and quality of regulatory activity in Brazil. By

monitoring changes in regulatory activity over time, policymakers can identify areas

where regulatory reform may be needed to improve the quality and effectiveness of the

regulatory system. This can be particularly valuable in identifying emerging regulatory

issues and addressing them before they become major problems.
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In addition, by providing citizens with access to regulatory data and facilitating public

discussion of regulatory issues, RegBr can help to build trust in the regulatory process

and promote greater public participation in regulatory decision-making.

5.6 Transparency instrument

Last but not least, RegBR achieves one proposal of Law nº 12.527, from 2011

November (Lei nº 12.527 de Novembro de 2011), known in Brazil as Access to Informa-

tion Law, which states that:
“art. 3 The procedures provided for in this Law are intended

to ensure the fundamental right of access to information and

must be carried out in accordance with the basic principles of

public administration and with the following rules:

. . .

IV - fostering the development of a culture of transparency in

public administration;”

Based on the principles of fostering the culture of transparency, RegBr gathers and

centralizes federal regulations on a public database, with intuitive navigation and easy

data visualization.

It is important to note that all the normative analyzed by RegBR had already been

published in the Official Gazette of the Federal Government (DOU) and gathered as

text on the government’s official website. Nevertheless, RegBR goes a step further

as regards accessibility. The tool transforms massive amounts of data that are being

generated by various sources into a data base and subsequently displays the results

from the data analysis in a simple format, making the new information public and

interactive on the website Infogov. In this context, RegBr leverages the already discussed
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BOLD concept to create a network of linked regulatory data that can be easily queried

and visualized by citizens, policymakers, and researchers.

Probably the most important application of this framework is to ensure easy access

to data and to foment active transparency, which means providing information to the

public without being requested by a specific citizen.
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6 Conclusion

This doctoral thesis presents a novel active transparency framework, RegBr, de-

signed to facilitate regulatory analysis and monitoring of legislative metrics over time.

The framework also includes a benchmark for text classification of Brazilian federal

normative legislation into economic sectors since 1964, using data collected from de-

centralized sources and classified using state-of-the-art natural language processing

models.

RegBr implements various metrics, such as text linguistic complexity, law popularity,

law restrictiveness, and citation relevance of each industry regulated by the law corpus,

to evaluate the Brazilian regulatory stock. These metrics are tracked over time and

provide essential information for identifying and prioritizing regulations that require

reforms. Moreover, policymakers can use these metrics to measure their own work.

The metrics provided can also be used for future comparative analyses of government

changes and their relationship with federal regulations produced by the legislative

branch.

An additional significant contribution of this work is the centralized database compiled,

containing different regulatory acts from 1891 to the present day. This database will

be made available to researchers and professionals for further investigation, facilitating

transparency and reducing future costs for obtaining data and disseminating information.

An essential objective of this research is to advance the democratization of informa-

tion. To achieve this, it is crucial to effectively measure access to the produced content.

To this end, RegBR is accessible as a tool through the Infogov website. According
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to Google Analytics data, a web analytics service that provides statistics and basic

analytical tools for search engine optimization (SEO) and marketing purposes, the

popularity metric, and the regulatory flow pages rank as the fourth and fifth most visited

web pages in the Infogov website, respectively. This indicates significant interest in the

information made available by RegBR. Specifically, these two pages alone received

over 800 unique views within the first two months of 2023.

The author aims to increase openness and transparency of the public process

and to support new studies in the area of Brazilian regulatory impact. Besides the

national impact, this framework has the potential to be replicated in other Portuguese-

speaking countries. Additionally, the proposed metrics can be adapted to many different

languages and legal corpora, enabling a worldwide comparison of regulatory evolution.

6.1 Limitations and Suggestions for Future Research

Every research has inherent limitations that need to be acknowledged, and this study

is no exception. Despite concerted efforts to minimize them, certain limitations must be

acknowledged.

During this doctoral research program, two iterations of the RegBR framework

were developed, with the second iteration boasting a broader scope encompassing

10 different types of regulations and 11 regulatory agencies. In future research, it

is proposed that continued collaboration with regulatory agencies will strengthen the

standardization of regulations in their websites, facilitating the centralization of new

regulations within the RegBR database. In addition, broadening the study’s scope by

including new types of regulatory acts and regulatory agencies is also a will.

Also, the study recognized a potential limitation in the data collection phase, where

the use of web scraping techniques in the ETL routines could result in code failures if

there are modifications in the HTML of the web pages in the future. Nonetheless, due

to the absence of an API or data centralization, web scraping was considered the only
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feasible method for data extraction. However, to ensure the reliability and robustness of

the system, the RegBR’s development will continue after this dissertation research, and

all required code maintenance will be conducted.

Another limitation refers to the fact that normative texts are by nature extensive, and

several studies have highlighted the constraints of Transfer Learning algorithms, such as

BERT, in effectively classifying lengthy texts. Specifically, due to the quadratic increase

in memory and processing time, the commonly used limit for applications using BERT is

around only 512 tokens.

Although diverse models and NLP methodologies were employed in this study, it

is by no means exhaustive, and there may be other models such as GPT-4 or ensem-

ble approaches that can enhance the findings and strengthen the text classification

benchmark.

Finally, the development of new regulatory metrics is also a future goal, as they can

be instrumental in aiding decision-makers and enhancing the regulatory impact analysis.

Future metrics can also provide a more comprehensive understanding of the costs

and benefits of regulatory policies, including their economic, social, and environmental

impact
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